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Abstract: Virtual reality (VR) technologies are transforming educational paradigms by enabling highly immersive, 
interactive simulations that increase engagement and cognition. This paper presents KonnectVR (KVR), an 
innovative, open-source platform designed to mitigate common barriers in educational VR. Barriers such as 
high costs, limited content customization, and the absence of real-time assessments. The system, constructed 
by undergraduate students, facilitates experiential learning, real-time collaboration, and assessment delivery, 
empowering educators with an unprecedented degree of accessibility and customization. Employing a case 
study methodology, we provide unique insider perspectives into KVR’s architectural design, underlying 
pedagogical framework, development processes, challenges encountered, and future directions. Findings 
reveal technical hurdles overcome by undergraduate student teams like VR-specific programming, user 
interface design, networking, and cybersecurity integration. The analysis uncovers key themes around project-
based skill acquisition, problem-solving perseverance, cross-team knowledge gaps, and the benefits of an 
agile, user-centric approach. Ultimately, KVR demonstrates how emerging technologies and open-sourced 
solutions can converge to innovate learning, pushing boundaries while serving an egalitarian educational 
mission. The platform sets the foundation for a new generation of community-driven tools democratizing 
access to interactive, distributive, collaborative VR experiences that maximize knowledge construction.
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immersive learning
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Introduction
The transformative impact of Virtual Reality (VR) technology is being felt across a multitude of industries, from 
healthcare [1] to real estate [2], from gaming [3] to tourism [4]. Yet, its potential is arguably most transformative 
in education [5], a realm traditionally fraught with limitations such as rigid curricula, varying learning styles [6], 
and the lack of real-time assessments [7]. Addressing these limitations, KonnectVR (KVR) emerges as a ground-
breaking solution: an open-source, educational, distributive, collaborative VR platform with built-in assessments 
to revolutionize the very fabric of modern learning experiences.
While VR technologies have been used in higher education since the early 2000s [8], classroom implementation 
of VR remains a challenge. In addition to the cost, deployment, and maintenance of individual head-mounted 
displays (HMDs), limited content is available for direct instruction. Existing commercially available VR 
applications directly focused on delivering higher education content are priced at a premium. Organon is a 
human anatomy application [9], SimX Patient is a nursing simulation [10], EngageVR is a social VR platform 
where instructors can develop and hold virtual classes [11], and Virbella is another social VR platform to 
hold virtual classes [12]. All these applications are limited when considering faculty content and assessments. 
Estimated costs for one 24-student section range from $3,400 (SimX Patient) to $12,000 (Virbella). As more 
faculty look to VR for content, these costs scale quickly and become exorbitant. Few colleges or universities, 
and even fewer students, have funds to support these additional fees.
There is a distinct lack of quality and customizability for more cost-effective VR solutions. Free and open 
educational content is rarely well-vetted by discipline experts and, therefore, usually unsuitable for educational 
use. Additionally, most VR applications are made for personal use, so they rarely include assessment tools 
or collaborative activities. While some applications have assessments, they are seldom customizable without 
significantly adding to the cost. Finally, few of the currently available VR applications have functionality for 
instructors to customize content.
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Being an open-source platform, KVR democratizes educational technology by offering unprecedented 
accessibility and customization [13]. Educators, developers, and learners can contribute to the platform’s 
continuous development, thus fostering a community-driven, scalable, adaptable, and ever-evolving approach 
to education. This feature differentiates KVR from other proprietary educational solutions and sets the stage for 
limitless pedagogical techniques and content delivery innovations.
KVR is not simply a conceptual vision but a functional platform primed to be community-driven to cohesively 
integrate immersive educational content, real-time collaboration, and data-backed assessments. With VR’s capacity 
for creating highly realistic simulations, KVR enables instructors to contextualize complex topics interactively and 
experientially. Imagine a history course where students can virtually explore the streets of Ancient Rome or a 
chemistry module that allows learners to manipulate atomic structures in real time. These are not mere gimmicks 
but pedagogical tools designed to enhance cognition and retention.
The platform’s distributive capabilities transcend traditional geographical and institutional boundaries, offering 
learners worldwide equal opportunities to access high-quality education. KVR’s open-source nature further 
amplifies this by encouraging the contribution of educational modules from diverse cultures and disciplines, 
thereby enriching the global repository of knowledge and learning methods.
Central to KVR’s mission is the facilitation of real-time collaboration. Traditional learning management systems 
(LMSs) focus learners on a specific learning flow where the faculty and administrator control the content [14]. 
While LMS platforms have recently focused on improving user interfaces and incorporating personalized 
learning, they still promote solitary learning with limited interactivity [15]. In contrast, KVR’s collaborative 
features are designed for collective problem-solving, group experiments, and interactive discourse within a virtual 
environment. This promotes the acquisition of academic knowledge and the development of essential teamwork 
and communication skills.
A primary driving force behind KVR’s development has been integrating formative and summative assessments 
into a VR environment. Real-time evaluation empowers educators to adapt their instructional strategies responsively 
while students benefit from tailored learning pathways that cater to their unique needs and abilities. Figure 1 
visually represents where KVR sits in the educational XR environment.
As we navigate through this article, we will delve into the creation process for KVR. After setting foundational 
terms, we will begin with the project’s motivational factors behind its conception. We will describe the architectural 
design structure as well as the project-based learning approach implemented during KVR’s construction. Next, we 
will explain each team’s contributions to the project, including challenges, successes, and failures. We will finish 
with KVR’s pedagogical potential and the far-reaching implications of this open-source VR platform. 

Fig. 1. Ven Diagram showing convergence of Distributive Learning, Collaborative Learning,  
Assessments, and Open-Source Tools.
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Background & Foundation
We will use terminologies and constructs in the following sections, which are fully defined in Supplemental A.
Motivational Factors
1. Democratizing Education. Open education resources (OER) have been increasingly adopted over the past 
decade, yet a small percentage of textbooks and resources are used in higher education  [16]. They are broadly 
defined as “the open provision of educational resources, enabled by information and communication technologies, 
for consultation, use, and adaptation by a community of users for non-commercial purposes” [17]. These resources 
have a significant impact on reducing student financial risk and debt while also improving student course 
completion [16]. 
Open source takes OER to a deeper level. Beyond releasing a resource for use free of charge, open source releases 
the code that also creates the product [13]. Formed by UNIX, GNU, and Linux development, the open-source 
movement has been closely linked with academia since its inception  [13]. To be open source, software must meet 
the ten requirements relating to author rights, distribution policies, and restrictions set forth by the Open Source 
Initiative [13]. As an open-source platform, KVR is free to use and provides opportunities for others to extend the 
platform, creating modules or adding new features.
2. XReality (XR) Educational Technologies. XReality technologies (XR), including VR, are a variety of digitally 
simulated environments [18] that provide users with a sense of immersion and presence [19]. VR can be both 
immersive and non-immersive. In immersive VR (IVR), the user is immersed in a digitally simulated environment 
created by a head-mounted display (HMD), which disconnects them from the physical world [19–22]. In non-
immersive VR (NiVR), the digitally simulated environment is displayed on a computer screen and manipulated 
by a computer mouse or joystick [23, 24]. 
Two hallmarks of VR are its ability to create a sense of immersion and presence. Immersion relates to the user’s 
disconnection between the real world and the immersive environment, and presence is a sense of “being there” 
[25–27]. Both immersion and presence directly contribute to the believability and relatability of a virtual situation. 
IVR has been consistent in its ability to induce physiological and emotional reactions more than screen-based or 
NiVR learning experiences [28–30]. The unconscious reactions stimulate feelings of immersion and presence, 
which lead to autobiographical memory encoding like real experiences rather than laboratory memory encoding, 
which most traditional, screen-based learning experiences (including NiVR) produce [26,27,31]. However, NiVR 
allows for increased accessibility by using PCs and tablets, which are ubiquitous in education.
Existing technology-enhanced teaching methods often fail to provide the believability and relatability possible 
using VR, especially IVR. These new, immersive technologies can provide students with collaborative, inquiry-
based, problem- and case-based, and discovery learning experiences in visually rich, personalized environments 
[23, 31–34]. Research has shown that students have significantly higher motivation, satisfaction, and performance 
scores after IVR experiences [24, 35]. In higher education settings, IVR technology can increase knowledge 
retention [36, 37], improve abstract and spatial understanding of complex objects such as the heart [38], as well as 
enhance student motivation and interest in the course material [39, 40]. Additionally, studies have demonstrated 
that students feel IVR enhances both motivation and enjoyment for learning, as well as finding the course content 
more engaging [39, 41]. The significance of this aspect lies in previous studies demonstrating that students across 
various age groups when motivated, tend to achieve higher levels of academic success [42–44]. Similar results on 
motivation (although not memory encoding) have also been achieved using NiVR [24, 35]. 
3. Project-based Learning. KVR implemented a project-based learning approach during its construction process, 
engaging undergraduate computer science and software engineering students to develop the platform. Each year, 
a new team of students was recruited to add new functions to KVR, building upon previous teams’ work. The 
students met with the stakeholders bi-weekly during the academic year to discuss progress, challenges, and 
next steps. While the stakeholders gave each student capstone team direction and support, they were also given 
autonomy to explore potential solutions as they encountered challenges. 
Project-based learning (PBL) is increasingly recognized as a pedagogical approach that is well-suited for college-
level computer science and software engineering student learning [45, 46]. In traditional lecture-based settings, 
theoretical concepts are often taught in isolation, limiting students' ability to grasp their application in real-world 
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scenarios. However, PBL promotes the practical application of theory by developing software projects that simulate 
industry challenges [45, 46]. Students are typically assigned to small groups responsible for conceptualizing, 
designing, implementing, and testing a software solution to a given problem [45, 46]. This process enables them 
to gain hands-on experience in various phases of software development, including requirement analysis, system 
design, coding, testing, and project management [45, 46]. Moreover, students are encouraged to integrate and 
apply concepts from different areas of their curriculum by engaging in projects that often require multidisciplinary 
knowledge – such as machine learning applications, mobile app development, or cloud computing solutions.
The collaborative nature of PBL is particularly beneficial in the context of computer science and software 
engineering, given that teamwork, communication, and cross-functional collaboration are critical skills in the 
tech industry [47]. Working in groups simulates the collaborative dynamics of real-world software development, 
thereby giving students a glimpse into what professional work entails, including the need to coordinate with team 
members, troubleshoot issues collectively, and manage version control. Additionally, the iterative process of PBL, 
where review and refinement are ongoing, mirrors methodologies commonly used in the software industry, thereby 
familiarizing students with prevalent best practices [45, 46]. Students are assessed not only based on their technical 
deliverables but also on their ability to work in teams, communicate their ideas clearly, and adapt to changing 
requirements or feedback, thus creating a more holistic educational experience beyond mere coding skills.
Collaboration in VR in the context of learning is not a widely implemented concept. While many multiplayer 
games exist [48], collaborative VR learning experiences are much less common. Social VR use did increase 
significantly during the COVID-19 pandemic [49]. Yet, these platforms offer little in the way of hands-on 
learning opportunities. Instead, they aim to create a sense of community in VR. Instructors can use social 
VR in a remote classroom, but the educational value is limited to verbal interactions. EngageVR does 
provide opportunities for experiential learning as well as customization and is used by content developers 
such as VictoryXR [50]. However, as is common with proprietary platforms, EngageVR is priced at a 
premium, making it cost-prohibitive for most institutions.

Methods
This is a case study undertaken by KVR’s primary stakeholders to explore its creation process, architectural nuances, 
and pedagogical potential. Our unique insider perspective provides insights into the multifaceted challenges and 
solutions that encapsulated the journey of KVR. 
This case study method provides an in-depth, contextually rich examination of KVR, allowing us to unravel 
the complexities of building an integrated educational platform. We dissect the platform’s genesis, from initial 
conceptualization and motivation to minimum viable product (MVP), exploring the technical decisions and design 
considerations that guided its development and the pitfalls and setbacks the project has encountered. The aim is to 
provide insights into the functionalities of KVR and the systemic thought processes and collaborative efforts that 
contributed to its inception and refinement. 
Given our first-hand experience with KVR, our data collection was retrospective and iterative. We first contacted 
each capstone team and collected the working and final documents they had submitted for their capstone courses. 
We then reviewed these documents to analyze each team’s initial goals versus completed outcomes, barriers 
encountered, solutions employed, and results. Beyond document analysis, we reviewed different code iterations to 
identify reusability, compatibility with current versions, and effectiveness.
It is critical to acknowledge the potential for research team bias as the primary stakeholders of KVR. We aimed 
to mitigate this by continually seeking external reviews and feedback and grounding our analysis in empirical 
evidence. Furthermore, the dynamic nature of XR technologies signifies continuous evolution of the platform, and 
as such, future iterations might exhibit differences from the version explored in this study.

Results 
KVR was constructed over three years by senior computer science and software engineering students at St. 
Cloud State University (SCSU). Each team member was enrolled in a capstone course that spanned two standard 
academic semesters. The capstone course aims to teach students how to manage software engineering projects 
with real-world stakeholders. 
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The capstone teams employed a two-week sprint cycle, a component of the Agile methodology designed to 
accelerate product development and improve responsiveness to stakeholder feedback. In a sprint cycle, the 
team meets initially to review the backlog, a list of tasks and features prioritized by the stakeholders, and 
plan the sprint. The students work collaboratively over the next 14 days to develop, test, and iterate software 
features, aiming for specific deliverables by the sprint’s end. The cycle concludes with a sprint review, where 
developed features are showcased to stakeholders, including the course instructor, who provide feedback [51]. 
The cycle is repeated, with the team planning new tasks and working to complete them in the next two weeks. 
Each standard academic semester provides space for up to seven sprints, for a maximum of 14 sprints for each 
capstone team. Each team completed a total of 12 sprints, five in each fall term and seven each spring.
St. Cloud State University Visualization Laboratory (SCSU VizLab)
Founded in 2014, the SCSU VizLab’s primary mission is to explore visualization techniques and how they can be 
used to improve learning experiences, data analysis, and industry workflows, emphasizing student collaboration, 
experiential learning, and innovation. The lab actively engages with industry and educational stakeholders, 
allowing undergraduate students to learn how visualization can be leveraged. It hosts cross-disciplinary projects 
with local communities and private industries, enriching students’ learning experiences in a rapidly evolving field. 
KVR has been an active project at the VizLab since 2020, providing undergraduate students with opportunities to 
learn on a real-world project.
2019-2020: Minnesota (State) Networked Immersive Collaborative Experience (MN-NICE) 
The spark that launched KVR began in an SCSU VizLab public demonstration of Minnesota (State) Networked 
Immersive Collaborative Experience (MN-NICE) (Figure 2). As a leader of XR technology construction and 
integration in the upper Midwest, the SCSU VizLab has held many different demonstrations since its inception to 
raise awareness of the usefulness of these technologies in education. These have included two workshops related 
to a grant awarded to SCSU by Minnesota State Colleges and Universities (Minnesota State) called MN-NICE. 
One demonstration targeted educators interested in XR adoption, and the other was a deliverable specific to the 
grant award for the public. It was at one of these workshops that Anderson conceptualized KVR.
The Minnesota (State) Networked Immersive Collaborative Experience (MN-NICE) was designed as a 
collaborative, collocated, educational VR platform where students could engage with virtual environments and 
their classmates in a shared experience. Virtual objects and settings were mapped to and aligned with the real 
world, which enabled a blending of the different realities. Unfortunately, because it required people to be in the 
same physical space, MN-NICE was untenable during the COVID-19 pandemic. The collaborative portions of 
MN-NICE were repurposed into the first iterations of KVR.
 

Fig. 2. Public demonstration of MN-NICE in the SCSU VizLab. 
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2020-21: Integrating OER Anatomy & Physiology Texts with VR
In 2020, Anderson secured another Minnesota State grant award to create OER anatomy & physiology experiences 
in VR. Anderson and Gill explored options to deploy these laboratory experiences and, after finding none, 
engaged undergraduate software engineering students to begin developing one. All six members of this first 
KVR capstone team were an integral part of the development of MN-NICE, so they had experience working 
with Unity, the primary VR creation software. The team was provided with a scope of work that included 12 
requirements (Figure 3). The students chose to break into three sub-teams of two, each tackling one aspect of 
the requirements, focusing on the VR input system, interaction design, avatars, and multiplayer networking.

Fig. 3. KVR Scope of Work Requirements

1. VR Input System. Sequencing and connecting objects were identified as primary functions of an educational 
platform. The students implemented a system so objects can be connected at a given point. Using a skeleton 
assembly lab as a use case, they created identifying display spheres where objects could be connected that change 
color based on whether it was correctly or incorrectly connected (Figure 4). They also worked to implement User 
Interfaces (UIs) in the form of a VR keyboard and tablet (Figure 5). The keyboard was for users to input usernames 
or question answers, whereas the tablet, which could be free-standing or worn on the arm, served as a system 
navigation interface.

Fig. 4. Bones with spherical connectors at the ends that were used as a use case throughout  
development: A. Bones are unconnected, and spheres are clear. B. Bones are correctly connected,  

and spheres glow green. C. Bones are being placed incorrectly, and the sphere glows red.
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Fig. 5. Original tablet and keyboard created as user interfaces (UIs) by Team 1.

2. Interaction Design. The students used the first several sprints to brainstorm and plan how to construct the 
interaction and quiz system, finally deciding the platform would need an online database and cloud server 
access. While they could begin with student-level Microsoft accounts, they quickly determined more robust 
access would be required for long-term platform sustainability.
The team encountered significant challenges while connecting the Unity project with the online database. 
While resolved in the end, it was a significant impediment to progress during the early spring sprints. The 
performance assessment functionality development proved challenging, as this foundational work needed 
significant time to explore different avenues and options. By the end of the spring term, Team One had 
completed an assessment framework. It was exported to a spreadsheet file stored locally on the headset that an 
instructor could access and download.
3. Avatars. Initially, the work on the avatars was slow due to the delayed procurement of VR headsets. While 
the students worked on the development, it was difficult to assess the work accurately without access to VR 
headsets to test. They began with rudimentary avatars that had hands and a sphere as a head. By the spring 
semester, they improved functionality enough to have facial and hand animations and more realistic bodies. 
Name tags were created so collaborators could easily identify each other and a camera feature so an individual 
could see how their avatar presented. They also implemented haptic feedback and sounds when certain actions 
were performed. The final avatar configuration for Team One was a robot-like figure (Figure 6).

Fig. 6. Team 1 Avatars: A. Initial avatars were only hands and spherical heads.  
The final avatars were robots with smiley faces.
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4. Multiplayer Networking. A primary requirement for the platform was that it had the capacity for several 
users to interact and collaborate in the same experience. Over the year, the team evaluated several options to 
incorporate this feature. While Unity had a new solution for multiplayer networking, it was not stable and 
ready for implementation. The students explored a third-party solution, but determined it was not feasible due 
to cost and timeline. By the end of the third sprint, they had found a potential solution; however, this system 
required standing up an online server, which became a significant barrier to overcome over the remainder of 
the academic year. It was finally solved mid-way through the spring term when the stakeholders could secure 
an online multiplayer subscription.
Stable networking provided significant challenges to the students throughout the project. At different points in 
the spring term, they encountered various issues with how objects behaved in a collaborative environment. By 
the end of spring term, though, the students had resolved enough issues to have four users in the same virtual 
environment, experiencing the same object actions and outcomes.
5. Challenges & Problem Solving. Over the academic year, two significant challenges outside the team’s 
control became evident. First was the lack of VR headsets available for testing. While the students could test 
on a flat screen, it does not always accurately display the issues that need to be remedied. Confounding this 
issue was that the VizLab was shut down due to COVID-19, preventing students from utilizing headsets that 
would normally have been available. The stakeholders finally provided each team member with a headset 
by mid-fall. The second significant challenge was robust online server access. Early on in the fall term, the 
team identified this as a sustainability requirement, but there were significant complexities encountered by the 
stakeholders securing this access. In the end, the stakeholders navigated the processes and secured the required 
access by mid-spring.
The students noted two significant challenges within their control over the course of the year: underestimating 
time to complete tasks and the complexity involved with laying foundational work that others would continue. 
Beyond seeking stakeholder input, they used mostly online resources to solve problems, including general 
search engines, YouTube tutorials, documentation found in an online software repository, and Unity Discord 
communities.
6. Products. The first capstone team was able to complete a functional, collaborative, educational VR platform 
with built-in assessment capabilities they dubbed KonnectVR (KVR). The platform did have glitches that 
needed refining, but the foundation was laid for future work. Team One also constructed a Content Creation 
Manual for content creators to understand how to efficiently create and upload modules for the platform.

2021-22: Expanding Access for a VR Learning Platform
The second capstone team was comprised of five members, all of which worked as student workers in the VizLab 
during the summer of 2021 and so had a working knowledge of KVR and its existing capabilities and shortcomings. 
As Team Two had five members, it was not as easily split into pairs, so at times they worked individually, at times 
in pairs, and sometimes as a trio. They regularly noted the importance of comprehensive documentation, which 
was not always provided by Team One.
Initially, Team Two was to be tasked with creating a two-dimensional interface (2D Client) for KVR so one could 
access the modules on a standard PC rather than a VR headset. However, one of the team members had taken the 
initiative over the summer to begin adapting the input and output functions, allowing the scope for Team Two to 
broaden. The final scope included adding general platform functionality improvement, making avatars more life-
like, and expanding capabilities for instructors to create experiences without the need to code. 
1. 2D Client. The initial application as a 2D client was ready by mid-fall. However, the stduents found many 
different areas that needed addressing over the rest of the year with moving to a PC version. General inputs 
and outputs were straightforward. Integrating grabbing, manipulating, and general hand movements were more 
complex problems to resolve. Spawning location as well as maintaining object border integrity were also issues 
the students found and resolved by early spring.
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2. Avatar Improvement. Team One created a placeholder avatar with the expectation that future teams would 
improve upon the design. Team Two implemented a new, more life-like customizable avatar structure that could 
enhance user agency. They created a new UI that included a color palette selector that changed an avatar’s hair, 
skin, and clothing color (Figure 7). They also created animations for facial expressions and mouth movements 
when talking. Finally, hand and arm animations were added to indicate when someone was talking.

Fig. 7. Customizable Avatar UI: Users can modify their avatar’s appearance.  

3. Lab Builder. Creating an experience while in a virtual environment added a new degree of complexity to the 
project, including object manipulation; new UIs; and Upload, Load, Save, Delete, and Search functions for objects 
and assessments. Each summer, the VizLab engages student interns, which are predominantly SCSU computer 
science and software engineering students. Expanding on work done by these interns over the summer, Team Two 
initially focused on creating a process where an instructor could upload, spawn, and manipulate an object while 
in the VR environment. Object movement was accomplished by selecting the arrow that moved the object in the 
specific cardinal direction as well as rotation (Figure 8). Additionally, they included a function to resize objects.
The complexity of lab development required a full revision of KVR’s existing UIs, which were built more for 
navigation and basic input. This new UI needed to have a file explorer framework which would allow the user to 
spawn objects; upload, delete, and search for files; and load, save, and search for lab modules. Additionally, the UI 
needed options to switch between different modes of operation. To reduce the instructor time burden, the students 
explored and implemented the concept of asset bundles, which are groupings of objects that can be uploaded into 
the environment all at once, rather than individually. 

Fig. 8. Lab Builder: The blocks are placeholders for 3D models. The instructor can spawn a model  
into an environment and manipulate the object using the arrows for location and position  

as well as the blocks for size.
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4. Challenges & Problem Solving. As with Team One, Team Two found unexpected challenges throughout the 
project, with three seen consistently: version control, understanding complexity, and artistry. Both teams used 
the free version of GitHub as a version control system. Where Team One did not seem to have issues, Team 
Two consistently had problems with GitHub losing new versions or creating merging errors. In fact, the team 
was unable to showcase their work in their final presentation due to breakage when merging everyone’s final 
versions. Understanding just how complex a project will be is challenging for experienced developers, so it is 
not surprising that senior students would struggle with forecasting how complex a project would be. Finally, all 
members of Team Two were senior software engineer students that were tasked with creating 3D models, a new 
avatar, and user interfaces. None of the students considered themselves well versed in art or UI techniques and they 
all struggled with this aspect. A final challenge for Team Two was implementing networking capabilities. While 
they searched through KVR’s documentation and online resources, they were never able to replicate Team One’s 
networking capabilities.
5. Products. The second team was able to complete their required scope, although some core functionalities 
(like networking) broke and were not able to be fixed. Modules in KVR could now be experienced in either a 
VR headset or on a PC and the user could customize their avatar. Additionally, instructors could experiment with 
creating their own laboratory experiences and not rely solely on developers.
2022-23: Unique User IDs and Security
At the end of the summer of 2022, stakeholder Gill took a sabbatical from the SCSU VizLab to work with Meta 
Reality Labs (Facebook). This created significant reservations in the next potential capstone team. There were 
discussions regarding the continuation of the project and in what direction it should move. In the end, the third 
capstone team moved forward, comprised of four members which all worked as interns in the VizLab during the 
summer of 2022. With only four members, Team Three loosely split into two pairs that changed based on who had 
most confidence tackling specific tasks. 
Team Three was tasked with implementing a secure log-in system that would be compatible with learning 
management systems (LMSs), stabilizing the networking capabilities, and improving the avatar customization 
feature. To begin the year, stakeholder Anderson connected the students with the Minnesota State College and 
Universities’ IT Department (MN State) to provide the team with insights into how an LMS sends and receives 
secure data. While the process was in transition at the time, the students learned that the new standard for software 
to connect with an LMS was to implement Learning Tools Interoperability Core Specification 1.3 (LTI 1.3). MN 
State IT also created an LMS shell so the development team could test processes against a live course.
1. LMS Cybersecurity. To secure data packets over the Internet, public and private key cryptography is employed, 
where a public key is used to encrypt data, making it accessible only to the holder of the matched private key, who 
can decrypt it (Figure 9). In LTI 1.3, these public and private keys are pivotal for establishing trust between the 
tool and the platform. The tool’s public key is shared with the LMS, which uses it to verify messages from the tool 
signed by its private key. Conversely, the LMS has a private key to sign messages and a public key that the tool 
uses to verify. This ensures secure message exchange. 

Fig. 9. Cybersecurity Basics: The sender encrypts the data with a public key,  
and the recipient decrypts the data with a matched private key.
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Implementing a secure log-in system that was LTI 1.3 compliant was by far the most challenging task for Team 
Three. As none had cybersecurity training, they needed to learn the basic concepts and apply them in a new arena. 
While VR games have secure log-in capabilities, this is handled differently than LTI 1.3 requires. At the beginning 
of the term, the stakeholders were unaware of any VR application that had successfully implemented LTI 1.3.
Over the year, Team Three was able to successfully implement a log-in system that securely sent information to an 
online database and received verification of whether that information matched a user account. When a user enters 
KVR, they land in a lobby scene. Team Three created a UI requiring users to enter an ID, password, and access 
code to move into any module. If the user does not have an account, they can select “Create an account” and do 
so. They also successfully implemented a password recovery system that sends an email to a user if requested so 
they can reset their password. Additionally, Team Three added error messages that display incorrect field inputs 
(Figure 10) and a reporting function that sends results to an instructor via email tied to the access code and includes 
the student ID.

Fig. 10. Secure Log-in: UI requiring User ID, Password,  
and Access Code with password error message.

2. Networking. The team restored basic networking functionality and fixed issues with how the tablet UI displayed 
when in a collaborative environment.
3. Avatars. Over the summer, VizLab gained access to a Unity package called AutoHands, which provides for 
easy implementation of various interactions. Team Three succeeded in replacing the traditional Unity commands 
with AutoHands to enhance the user experience and reduce the burdens on module creators. 
4. UI/UX. While not in the scope of Team Three, they created a whiteboard that allows the user to write in a variety 
of colors and highlighters in the VR space. 
5. Unit Testing. Unit tests verify individual software components in isolation, ensuring functionality and 
reliability. Essential to software development, they aid in maintaining code, reducing bugs, and facilitating test-
driven development. These tests act as checks and documentation, improving design and long-term maintenance. 
Through Team Three’s fall term, no one had constructed any unit tests for KVR. Once Team Three understood the 
importance of unit testing, especially to cybersecurity, they began to implement a unit testing process to validate 
the software design.
6. Challenges & Problem Solving. Team Three’s scope significantly differed from the previous two, moving 
squarely into cybersecurity and LMS integration. As stated, none of the students had experience with this aspect 
of software engineering, which significantly slowed progress. Although MN State IT helped by setting up a course 
shell and providing input, they were not versed on how to create a new system that implemented LTI 1.3, only 
how to determine whether a system met the standards after being built. The students reached out to SCSU faculty 
but received little relevant help. After fall, stakeholder Anderson connected the students with a former MN State 
IT cybersecurity specialist who was able to help identify issues and potential solutions. 
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Working in both immersive and 2D environments also creates challenges. As a game development engine, Unity 
is not built with tools to easily implement standards such as LTI 1.3. Where standard desktop operating systems 
provide a wide array of tools (e.g., LTI 1.3), immersive environments do not. The students found no resources to 
guide them in implementing LTI 1.3 with Unity, and the resources were tangential systems that would not work 
in both environments. The team worked diligently to find online resources and tested several iterations, but in the 
end, KVR was not quite ready for LMS integration.
While Team Three did have some challenges with revision control like Teams One and Two, the project was 
moved to Unity’s PlasticSCM revision control system over the summer, which significantly decreased conflict 
issues. 
7. Products. As the smallest team with one significant challenge, Team Three had fewer deliverables than Teams 
One or Two. By the end of the year, the structure to implement LTI 1.3 was in place, including a log-in UI 
connected to an online database that could verify the validity of log-in credentials. KVR also now sends results via 
email to an instructor rather than having to access the file directly on the headset. Scope creep involved the team 
developing a functional whiteboard and implementing the AutoHands feature. Team Three also created a unit test 
framework for future teams to implement. 
Table 1 summarizes the efforts and accomplishments of each team over the three academic years inspected.

Table 1. KVR Scope of Work Requirements and Team Completion

Discussion
The discussion and analysis of creating the KVR platform over three academic years reveals a trajectory of 
increasing complexity and enhancement of educational technology. Several key themes emerged regarding the 
student learning and development process:
Collaborative Development Process 
The capstone teams exemplify collaborative project-based learning, working in small groups with distinct 
responsibilities to construct components of KVR. This cooperative approach mirrors real-world engineering 
teams and enables skill-building in communication, task coordination, and teamwork. However, collaboration was 
sometimes hindered by documentation gaps between teams. More robust cross-team knowledge sharing could 
improve project continuity.
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Overcoming Technical Complexity 
The students faced substantial technical challenges inherent in crafting an innovative VR platform, including 
networking, UI/UX design, VR-specific development, and cybersecurity integration. Students gained first-hand 
experience grappling with complex systems. Each team persisted in problem-solving, seeking creative solutions 
through self-directed research and stakeholder support. However, underestimating task complexity frequently 
leads to delays.
Bridging Theory and Practice 
The project provided an authentic context for students to bridge classroom knowledge with practical application. 
Students combined their expertise in areas like databases, software design, and security to construct a functional 
product. This reinforced technical learning and preparedness for industry. However, some skill gaps like 
cybersecurity and UI design were apparent; targeted supplemental training could be valuable.
Agile, Responsive Development 
The scope evolved over the three years based on accomplishments, challenges, and emerging priorities. This agility 
allowed the platform to expand meaningfully each year. However, changing goals also caused fragmentation. 
Explicitly mapping long-term objectives at project onset may have improved continuity. Formal user testing and 
feedback loops could have also helped guide responsive development. 
Future Work 
The KVR platform, while functional at the end of each academic year, still requires significant work before it is 
ready for release and widespread adoption. Capstone Team Four is currently advancing the platform forward. In 
light of the experiences of past capstone teams, future work should focus on several key areas to fully realize the 
platform’s potential.

•	 Enhanced documentation and knowledge transfer. It is imperative to establish a robust knowledge 
transfer system to mitigate the collaboration issues due to documentation gaps. This system 
would ensure team continuity and preserve institutional knowledge for future developers.

•	 User-centric development. Moving forward, incorporating regular user testing and feedback will 
be crucial. This will help create a responsive development environment where user experience 
drives the platform’s evolution.

•	 Advancing LMS integration. Given the complexities of integrating with learning management 
systems, especially with LTI 1.3, further work should focus on achieving seamless interoperability 
and ensuring the platform meets educational standards for data security and privacy.

•	 Unit testing and quality assurance. Establishing a comprehensive unit testing framework will 
be vital for future development. This framework will guarantee that new features function as 
intended and maintain the overall integrity of the platform.

•	 Scalability and performance optimization. As the platform grows, optimizing performance and 
ensuring that KVR can scale to support an increasing number of users and complex simulations 
will be important.

•	 Enhanced accessibility. VR both restricts and expands user access to learning experiences. While 
a 2D client is a significant advancement in ensuring all students can access the content, exploring 
additional accessibility challenges like voice interaction and screen-reading functionalities will 
create an even larger educational impact of KVR.
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Conclusion
Overall, KVR demonstrates how student-led project teams can construct complex software systems collaboratively, 
learning immensely in the process. It points to project-based learning’s capacity for instilling professional skills 
and complementary knowledge. While challenges emerged, they also offered formative experiences in analytic 
troubleshooting and perseverance. With enhancements to cross-team continuity, intentionally responsive design, 
and supplemental training on emerging skills, this instructional approach shows immense potential to prepare 
future technologists.
The construction of the KVR platform presents a multifaceted narrative of growth, challenge, and learning, 
showcasing the potent blend of collaboration, technical acumen, and problem-solving capabilities fostered through 
project-based learning. The platform is a testament to the efficacy of hands-on educational experiences in preparing 
students for real-world technology landscapes.
By converging the domains of immersive technologies and open-sourced educational solutions, KVR provides 
educators with learning experiences that are interactive, collaborative, and accessible. While the journey 
was fraught with hurdles, each was a steppingstone towards significant learning outcomes, culminating in 
a platform that serves educational purposes and empowers its creators with a profound understanding of 
the software development lifecycle. This case study provides unique insider perspectives into the realities 
of crafting an ambitious platform like KVR. Future enhancements, guided by the lessons learned, are set 
to propel KVR into a new echelon of educational technology tools, bridging the gap between theoretical 
knowledge and practical applications and molding adept future technologists equipped to navigate and shape 
the technological frontiers of tomorrow.
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